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Film thickness distributions in upward vertical air–water annular flow have been determined using
planar laser-induced fluorescence (PLIF). Film thickness data are frequently used to estimate interfacial
shear and pressure loss. This film roughness concept has been used in a number of models for annular
flow of varying complexity. The PLIF data are presently applied to the single-zone interfacial shear cor-
relation of Wallis; the more detailed model of Owen and Hewitt; and the two-zone (base film and waves)
model of Hurlburt, Fore, and Bauer. For the present data, these models all under-predict the importance
of increasing liquid flow on pressure loss and interfacial shear. Since high liquid flow rates in annular flow
induce disturbance wave and entrainment activity, further modeling in these areas is advised.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

In industrial heat transfer applications with two-phase flow, the
annular regime is among those of foremost interest due to the large
number of systems and wide range of flow qualities in which it is
seen. As discussed in Part I: Methods and Data (Schubring et al.,
submitted for publication), typical modeling of annular flow is
based on the film roughness concept, part of the triangular relation-
ship asserted by Hewitt and Hall Taylor (1970). The liquid film is
conceptualized to present a roughened surface to the gas core that
enhances interfacial shear and pressure losses. Single-zone rough-
ness models dominate the literature; a linear relationship between
effective roughness and average film thickness is often employed.

Visualizations of the film indicate the actual roughness is not at
all homogeneous. Instead, a major source of roughness is intermit-
tent disturbance waves. Hewitt et al. (1990), observing this behav-
ior, suggested an intermittently rough interface instead. Direct
inspection of the images from (Schubring et al., submitted for pub-
lication) confirms these observations. More recently, researchers
such as Wang et al. (2004) have suggested that wave characteris-
tics such as their velocity and frequency must be explicitly consid-
ered in order to correlate interfacial friction factors. A number of
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studies of disturbance waves have been performed. Various early
efforts are discussed in the reviews of Azzopardi (1986, 1997).
More recent work includes that by the present authors (Schubring
and Shedd, 2008; Schubring et al., 2010) and Sawant et al., 2008.

There are several motivations for moving to a multi-zone film
modeling approach in annular flow. Physically, the film of annular
flow shows multiple types of behavior, with the sharpest distinc-
tion between base film and disturbance waves. The model of Hurl-
burt et al. (2006) was motivated in large part by a desire to
accurately model two-phase annular flow at high-pressures, where
the phase density and velocity ratios are diminished over the pres-
ent low-pressure data.

More generally, if base film and disturbance waves do display
fundamentally different roughness/shear behaviors – as suggested
by Hewitt et al. (1990) – a physical model of annular flow must ac-
count for this. Such a physical model would provide not only aver-
age shear, as would a correlation such as Wallis (1969), but shear
in both zones. As a result, base film average shear (to which most
of the tube is exposed) and wave zone shear (to which waves are
exposed and from which droplets are entrained) can be quantified
separately. A model of the liquid flow in the film (e.g., assessment
of any turbulence that might be present) is likely to require this
time/space resolved shear data rather than merely the average.

In Part I, planar laser-induced fluorescence (PLIF) measure-
ments of film thickness distribution were discussed. These
measurements can be used to evaluate correlations/models of
annular flow that rely on the film roughness concept. The single-
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Fig. 2. Test section for PLIF measurements. Flow is out of the plane of the page.
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zone models of Wallis (1969) and Owen and Hewitt (1987) are
considered. The techniques used to divide measurements between
base film and waves are then described, followed by their applica-
tion to the recent two-zone model of Hurlburt et al. (2006). The
accuracy of these models and the applicability of the underlying
film roughness concept are investigated through comparison of
predicted and experimental interfacial shear. The goal of the pres-
ent paper is not to evaluate all possible pressure loss (or other)
models for annular flow, but rather to focus on the film roughness
concept through the new film thickness distribution data.

Based on these results, recommendations for further improve-
ments in annular flow modeling are then presented.

2. Experimental

A vertical flow facility (Fig. 1) was constructed with a 22.4 mm
ID fluorinated ethylene propylene (FEP) test section to allow for
visualization of thin films near the wall. Measurements of flow
rates, absolute test section pressure, and pressure gradient were
made in a similar 23.4 mm ID quartz test section and adjusted to ac-
count for the change in tube diameter. Gas meter readings (Qg;nom –
standard liters per minute) between 800 and 1600 L min�1

(0.0133–0.0267 standard m3 s�1) were considered in 200 L min�1

increments. Uncertainties were estimated at 70 L min�1 at and be-
low 1400 L min�1 flow and 100 L min�1 for 1600 L min�1 flows.
Superficial gas velocities ðUsgÞ ranged from 35–85 m s�1. Liquid
flow rates of 1.5–8 L min�1 were studied, corresponding to liquid
superficial velocities ðUslÞ of 6–34 cm s�1, with an estimated 5%
uncertainty. Pressure gradient ðdP=dxÞ and wall shear ðswÞ are esti-
mated with a 5–10% uncertainty (highest for low flow rates).

A schematic of the test section and optics is shown in Fig. 2. The
FEP test section was surrounded by a water-filled box, painted
black except for viewing windows, to enhance the optical signal-
to-noise ratio. The PLIF measurements required a Nd:YAG laser,
fluorescing Rhodamine B dye in the water, and a CCD camera with
a red filter for observation of the resulting fluorescence. The cam-
era lens used produced square pixels 3.14 lm on a side (4 mm total
axial length per image).

Additional details regarding the flow facility and optical appara-
tus are provided in Schubring et al. (submitted for publication).

3. Application to single-zone models

A number of single-zone film roughness models for annular
flow exist, most centering on a simple explicit linear expression
for shear at the gas–liquid interface, si, as a function of average film
Fig. 1. Diagram of flow loop.
thickness, d. A simple model, that of Wallis, and a more complex
model, that of Owen and Hewitt, are considered.
3.1. Application of Wallis model

The Wallis correlation most often used is shown in Eq. (1). In
the original Wallis correlation, the factor of 0:079Re�0:25

g (the Bla-
sius friction factor) was instead a constant of 0.005.
si;Wallis ¼ 0:079Re�0:25
g KEsg 1þ 300

d
D

� �
ð1Þ

The experimental interfacial shear, si, is estimated as suggested
by Fore et al. (2000):
si ¼ �
D� 2d

4
1�

qcoreU2
g

Pabs

 !
dP
dx
� qcoreg

D� 2d
4

� RDðUD � UEÞ ð2Þ

Ug ¼
D

D� 2d

� �2

Usg ð3Þ
In this equation, RD is the rate of droplet deposition (assumed equal
to the rate of droplet entrainment), with UD and UE as the velocities
of depositing and entraining droplets. That is, the entrainment is as-
sumed to be fully developed and any developing flow effects are not
considered in this equation. Based on visualizations of annular flow
and the CFD simulation of Han (2005), most droplets are entrained
from waves. Therefore, the wave velocity ðvwaveÞ can be used in
place of UE. qcore is the core density, with Pabs as the absolute test
section pressure and Ug as the actual average gas velocity (consid-
ering the effective area of the gas core).

The Universal Velocity Profile (UVP – Eq. (4)) from turbulent,
wall-bounded flow is assumed within the film:
uþ ¼
yþ if yþ < 5
�3þ 5 lnðyþÞ if 5 < yþ < 30
5:5þ 2:5 lnðyþÞ if 30 < yþ

8><
>: ð4Þ
The UVP is non-dimensionalized in wall coordinates ðuþ and yþÞ,
which are defined using the following equations:
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Fig. 3. Performance of Wallis correlation with respect to interfacial shear, si .
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uþðyÞ ¼ uðyÞ
uH

l

ð5Þ

yþ ¼ yuH

l

ml
ð6Þ

uH

l ¼
ffiffiffiffiffi
si

ql

r
ð7Þ

dþ ¼ duH

l

ml
ð8Þ

In these equations, ml is the kinematic viscosity of water. A dimen-
sionless film flow rate, _mþl;film;OH , is defined as follows, with ll as the
dynamic viscosity of water:

_mþl;film ¼
_ml;film

pDll
ð9Þ

By integrating the UVP, the dimensionless flow rate can be re-
lated to the film height:

_mþl;film;OH ¼
0:5ðdþÞ2 if dþ < 5
�64þ 3dþ þ 2:5dþ lnðdþÞ if 5 < dþ < 30
12:05� 8:05dþ þ 5dþ ln dþ

� �
if 30 < dþ

8><
>: ð10Þ

Entrained fraction, E, is then estimated using a mass balance:

E ¼
_ml;Ent

_ml
¼ 1� _ml;film

_ml
ð11Þ

The model for si also relies on RD, the droplet deposition rate. A
correlation for RD is obtained from Ishii and Mishima (1981). The
dependence of si on this correlation is weak; given a droplet depo-
sition rate between zero and twice that predicted by the correla-
tion, si results vary by less than 10%. The estimate for RD (along
with core void fraction, acore; core droplet mass concentration,
ql;core; and a one-zone mean gas velocity, Ug) is found by solving
the following coupled equations:

RD ¼ ql;corekmass;Ent ð12Þ

ql;core ¼
qlUslEUg

UsgUl;core þ UslEUg
ð13Þ

kmass;Ent ¼ 0:022UsgRe�0:25
g

qg

ql;core

 !0:26

ð14Þ

Reg ¼
qgUsgD

lg
ð15Þ

Ug ¼ Usg
D

D� 2d

� �2 1
acore

ð16Þ

_mg

E _ml
¼ Ug

Ul;core

qg

ql

acore

1� acore
ð17Þ

The velocity of liquid droplets in the core, Ul;core and liquid droplets
depositing back into the film, UD, are assumed equal to the velocity
of the gas in the core (homogeneous model) for simplicity. The
overall model performance is only weakly dependent on these de-
tails (si changes by less than 2% for droplet-gas slip ratios of 1–3
in the core).

Assuming that the entrained fraction, E, from the model is accu-
rate, the uncertainty on interfacial shear is estimated at 5–10%,
dominated by uncertainty on pressure loss. This uncertainty in-
cludes that on RD (more specifically, on kmass;Ent , assumed to be a
factor of two. Additional uncertainty on si due to E is difficult to
estimate. However, if the range of E is taken (very conservatively)
as from 0 (no entrainment) to 1 (full entrainment), a total average
uncertainty on si of 15% is estimated (lower for low gas flows,
slightly higher for high gas flows).

A useful way to compare the agreement of a correlation or mod-
el is with mean absolute error (MAE), defined as below for a num-
ber of flow conditions, nFC , modeled result XXmod, and experimental
result XXexp.

MAE ¼ 1
nFC

X
FC

XXcorr � XXexp

XXexp

����
����� 100% ð18Þ

For the present data, a mean absolute error (MAE) for the Wallis
correlation of 22.7% is found. (If the original constant of 0.005 is
used instead of the Blasius friction factor, an MAE of 22.6% is ob-
tained instead.) The agreement is shown in Fig. 3. Prediction for
low liquid flows is strong. For the highest liquid flow series shown,
the Wallis correlation predicts a weak and non-monotonic trend
with gas flow; this contrasts sharply with the increase seen in
the experimental data.

This indicates that the behavior of annular flow with high liquid
flow rate is not predicted accurately by the Wallis correlation.
While pressure loss (interfacial shear) is a strong function of liquid
flow rate, gas kinetic energy and average film thickness are not.
High liquid flow annular flows are characterized by disturbance
waves and high entrained mass flow rates; these results suggest
that one (or both) of these areas must be modeled in more detail.

3.2. Outline of Owen and Hewitt model

A more complex model, that of Owen and Hewitt (1987), is also
selected for consideration. This model, as originally presented,
computes film height and pressure loss given entrained fraction,
E, the fraction of total liquid flow found in the gas core (as opposed
to the film). By solving the equations of the model with d as known
instead of E (suggested by Rodrı́guez (2004)), estimates of en-
trained fraction and pressure loss are obtained as outputs. The
model is composed of liquid film and gas core sub-models and is
outlined below.

The liquid film sub-model requires the interfacial shear ðsi;OHÞ
and the film flow rate ð _mL;film;OHÞ and estimates the interfacial veloc-
ity and film thickness. The characteristic shear, sOH , in the film is
defined by averaging sðyÞ, obtained by a force balance, in the film.
This can be solved analytically based on the expressions in the pa-
per, using D (tube diameter), ql (liquid density), and g (the acceler-
ation due to gravity):

sOH ¼ si;OH
D� 2d

D
� dP

dx
þ qlg

� �
dD
2
� d2

3

" #
ð19Þ

The second output of the film model, the interfacial velocity,
Ul;i;OH , is found by evaluating the UVP at a yþ of dþ. In the Owen
and Hewitt model, the characteristic shear ðsOHÞ is used instead
of the interfacial shear, si.
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The gas core sub-model proceeds as follows. The entrained
droplet mass flow rate ð _ml;Ent;OHÞ along with the core diameter
ðDcoreÞ, area ðAcoreÞ, density ðqcoreÞ, and velocity ðUCore;h;OHÞ are found
using a homogeneous model of the gas and liquid droplets in the
core. In these equations, _mg , qg , and _ml refer to the gas mass flow
rate, gas density, and liquid mass flow rate, respectively.

Dcore ¼ D� 2d ð20Þ

Acore ¼
D2

corep
4

ð21Þ

_ml;Ent;OH ¼ _ml � _ml;film;OH ð22Þ

qcore ¼ _mg þ _ml;Ent;OH
� � _mg

qg
þ

_ml;Ent;OH

ql

 !�1

ð23Þ

Ucore;h;OH ¼
1

Acore

_mg

qg
þ

_ml;Ent;OH

ql

 !
ð24Þ

By assuming ideal gas behavior in the gas, incompressible behavior
in the liquid droplets, and no axial variation in entrained fraction or
film thickness, Owen and Hewitt’s equation for interfacial shear can
be simplified to (with Pabs as the absolute pressure in the test
section):

si;OH ¼ �
Dcore

4
1�

qcoreU2
core;h;OH

Pabs

 !
dP
dx
� Dcore

4
qcoreg ð25Þ

The modeled interfacial Fanning friction factor, Cf ;i;OH , is defined as:

Cf ;i;OH ¼
2si;OH

qcore Ucore;h;OH � Ul;i;OH

� �2 ð26Þ

For the two-phase case, the following adaptation of the Nikuradse
equation is derived:ffiffiffiffiffiffiffiffiffiffiffiffi

2
Cf ;i;OH

s
¼ 1

jTP
ln

Dcore

2�eff ;OH

� �
þ Ar �

1:5
jTP
þ 1

jTP

4d
D

ln
D
2d

� �
� 2d

D

� 	

ð27Þ

The symbol jTP is the two-phase von Kármán constant. Ar is a func-
tion of a roughness Reynolds number, ReH, related to the effective
roughness, �eff ;OH , and the friction velocity.

The effective roughness is defined by:

�eff ;OH ¼ �OH � yb ð28Þ

yb ¼
5:2D
Reg

ffiffiffiffiffiffiffiffi
2

Cf ;g

s
ð29Þ

The gas core boundary sublayer (viscous sublayer) thickness,
yb, is defined by Owen and Hewitt as recommended by
Nedderman and Shearer (1964). No explicit recommendation is
provided by Owen and Hewitt for evaluation of Cf ;g , a single-
phase gas friction factor. The model is insensitive to the details
of this evaluation. The Haaland (1983) correlation was used in
present work with the same roughness ð�eff ;OHÞ as in the rest of
the Owen and Hewitt core model and a superficial gas Reynolds
number, Reg:

Reg ¼
4 _mg

pDlg
ð30Þ

ffiffiffiffiffiffiffiffi
1

Cf ;g

s
¼ �3:6log10

6:9
Reg
þ �eff ;OH

3:7D

� �10
9

" #
ð31Þ

Three unknowns remain in the core model: jTP; Ar , and �OH .
Owen and Hewitt correlated jTP graphically, which was provided
as an explicit expression by Rodrı́guez (2004):
jTP;corr ¼ 0:0918
qgU2

sg

qcoreU2
core;h;OH

 !2

þ 0:1186
qgU2

sg

qcoreU2
core;h;OH

þ 0:1391 ð32Þ

The function Ar is also correlated graphically by Owen and He-
witt, as a function of the roughness Reynolds number, ReH, in turn a
function of the friction velocity in the core, uH

core;OH:

ReH ¼
�OHuH

core;OHqcore

lh
ð33Þ

uH

core;OH ¼
ffiffiffiffiffiffiffiffiffiffi
si;OH

qcore

r
ð34Þ

lh ¼ _mg þ _ml;Ent;OH

� � _mg

lg
þ

_ml;Ent;OH

ll

 !�1

ð35Þ

lg is the dynamic viscosity of the gas, used to compute the homo-
geneous (core) viscosity, lh.

For the range of log10ðReHÞ that occurs in the present data (from
1.4 to 2.5), Ar is well-estimated from Owen and Hewitt’s graphical
correlation as:

Ar ¼
11:5� 1:5log10ðReHÞ if log10ðReHÞ < 2
8:5 if log10ðReHÞ > 2

(
ð36Þ

Finally, a relation between d and �OH is required to close the model.
Owen and Hewitt provide this graphically in a non-dimensional
form, using:

�̂OH ¼
2�
D

ð37Þ

d̂OH ¼
2d
D

ð38Þ

WeOH ¼
qcoreU2

core;h;OHDcore

r ð39Þ

Rel;film;OH ¼
_ml;film;OHD

All
ð40Þ

For d̂OH above 0.011, Owen and Hewitt recommend Fig. 10 in their
paper, which correlates �̂OH as a function of d̂OH alone. At d̂OH below
0.008, they note that this correlation is not appropriate and provide
a relation that includes the effects of WeOH and Rel;film;OH A linear
interpolation between the two results is employed between 0.008
and 0.011. Tabulated versions of these graphical correlations, devel-
oped by Rodríguez, were used to convert between d̂OH and �̂OH.

3.3. Performance of Owen and Hewitt model

The one-to-one correspondence of d and E allows the Owen and
Hewitt model to be implemented as a film roughness correlation.
In this mode, d (from PLIF data) is used to predict both dP=dx and
E. A scatterplot of modeled pressure loss and experimental data
is shown in Fig. 4.

The MAE for the Owen and Hewitt film roughness correlation
(with respect to dP=dx) is 17%. For low flow rates, the pressure loss
prediction of Owen and Hewitt is acceptable, but the model di-
verges from reality rather strongly at higher flow rates. In particu-
lar, the trend of pressure loss with Usg (at high total flow rate) is
over-predicted (in sharp contrast with the Wallis model). Overall,
the performance of this complex model is no better than that of
some correlations that do not require film thickness information,
such as those of Chisholm (1973) (15% MAE) and Müller-Steinha-
gen and Heck (1986) (13% MAE).

The Owen and Hewitt model, operating as a film roughness cor-
relation, also produces an estimate of the entrained fraction, E, also
shown in Fig. 4 with flow rates. Based on direct studies of entrain-
ment in the literature and high-speed videos taken in the quartz
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test section, entrained fraction is expected to increase with gas
flow rate. One recent study of this effect is that of ?, who studied
entrained fraction with similar Usg ; Usl, and Pabs as in the present
study (though with a smaller tube). Entrainment was found to be
a strong function of both gas and liquid flow rates within the range
in the present study. (At higher pressure and therefore higher gas
mass flow rate, an asymptotic effect of EðUsgÞ was found.) En-
trained fractions of 0.1–0.7 are found.

An increase in E with Usg is seen in the modeled results, but the
dependence is weaker than would be expected based on the liter-
ature. Perhaps more alarmingly, the dependence of entrained frac-
tion on liquid flow is weak and non-monotonic. Finally, the values
of E are very high for high flow qualities (greater than 0.9), which
also does not watch the results of Sawant et al., 2008.

It is possible to use both d and dP=dx as inputs if one relation in
the model is ignored, such as that between d and �. When this is
done, the experimental value of d is used for determination of core
geometry and film flow rate, while � is determined from the re-
quired friction factor to match dP=dx.

The comparison between d and this closure � is shown in Fig. 5.
These plots show that � is not a function of d alone; the effect of
liquid flow rate must be considered. The Owen and Hewitt model
advises such a consideration for thin films (high gas flows), but
these plots demonstrate that liquid flow rate must be considered
for all gas flow rates in the present databank. Fig. 5 also shows a
plot of the standard deviation of film thickness ðsðdÞÞ against the
closure � that also shows a dependence of � on liquid flow. That
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Fig. 5. Interfacial roughness, �, to close Owen and Hewitt model give
is, higher liquid flow rates would require a larger roughness for
the same average film thickness. Such a roughness may be linked
to the presence of additional disturbance waves along the film-core
interface.

Another possible shortcoming is the homogeneous model in the
core. In equilibrium annular flow, droplets are usually conceptual-
ized as being in a dynamic equilibrium, with individual droplets
continually entrained, accelerated, and redeposited. As a result,
the mean droplet velocity may differ from the mean gas velocity
in the core. Further, the net momentum exchange from the gas
core to the film through droplets, which deposit at a higher veloc-
ity than that from which they were entrained, is not considered.
The single-zone approach is also a limitation. The model of Hurl-
burt et al. (2006), discussed below, addresses both of these issues,
but requires a division of film thickness data into base film and
wave zones.

4. Base/wave division

To use PLIF measurements in a two-zone model, base film and
wave height estimates must be separated. At least two methods
for doing this have been suggested in the literature. The develop-
ment of the model of Hurlburt et al. used conductance probe film
thickness data. The base/wave division was accomplished by
assuming all measurements above 1.1 times the average were
waves, with those smaller modeled as base film. Applying this
standard to the present data provides INTw estimates ranging from
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30–40%, generally much larger than that seen with wave visualiza-
tion (Fig. 11).

This division predicts an inverse relationship between INTw and
Usl, which is not physical. Such a division could be generalized to a
non-iterative criterion at a constant multiple of the average, or
more generally to the sum of a constant times the average and a
constant times the sample standard deviation. A wide range for
these two constants was explored, but reasonable trends for INTw

were not obtained.
Using a similar PLIF setup, Rodrı́guez (2004) recommends divi-

sion using a critical standard deviation multiplier, kc . Film heights
more than kc standard deviations above the mean base film height
are assumed to be waves. The MAE for this prediction is approxi-
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Fig. 6. Zone estimates of film thickness data vs. flow rates. (Left) Base film. (Right) Wave
(Bottom) Their ratio.
mately 20% (for kc of 2), relative to direct measurements of inter-
mittency are available from Schubring et al. (2010), also shown
in Fig. 11. INTw is primarily a function of Usl, with any link to gas
flow weak and potentially non-monotonic.

Due to the lack of an objective base/wave division method, the
results from Schubring et al. (2010) at the same meter readings
(similar Usl and Usg) were employed. For the flow with Qg;nom of
800 L min�1 and Q l of 8 L min�1, INTw is not available; the result
from the immediately higher gas flow, Q g;nom of 1000 L min�1 and
Ql of 8 L min�1, is employed instead. This approximation is reason-
able as INTw is predominantly a function of liquid flow.

Within each resulting zone, the average and standard deviation
(along with their ratio) are shown in Fig. 6. The ratio of average
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wave and base film heights is shown in Fig. 7. As with the single-
zone measurements, the means and standard deviations (rough-
nesses) of base film thickness and wave height decrease with
increasing gas flow and increase with increasing liquid flow. A
nearly-constant roughness fraction ðsðdÞ=dÞ is observed for both
base film and waves at sufficient liquid flow; for waves, the rough-
ness fraction appears constant even for low liquid conditions. The
ratio of average wave heights and base film thicknesses also varies
little across many of the flow conditions explored. A ratio of 2 is
indicated to be a common characteristic of annular flow with suf-
ficient liquid flow. This minimum liquid flow rate itself is an
increasing function of gas flow, with series of constant liquid flow
falling below the ratio of 2 at varying gas flow rates.

One explanation for this behavior is that liquid flow beyond the
critical film flow rate (i.e., that which can be supported by the base
film alone) is transported by a mix of entrained droplets and dis-
turbance waves. This critical film flow rate is at most a weak func-
tion of gas flow based on the experimental work of Asali (1984)
and Schadel (1988). High-speed videos of wave behavior and direct
studies of entrainment in the literature indicate that additional
entrainment is expected at high gas flows, which may reduce the
required wave height.
5. Application to two-zone model

Models that consider base film and waves separately (two-zone
models) are relatively rare in the literature. One recent example,
that of Hurlburt et al. (2006), was selected for consideration with
the present data.

5.1. Outline of Hurlburt et al. model

The Hurlburt et al. model uses a roughness-modified log law to
model interfacial shear. Based on experimental data (Jayawardena,
1993; Hay et al., 1996) are cited), the velocity profile within the gas
core is well-modeled in this manner. In particular, the following
velocity profile is recommended, where Ug ; uH; yþg , and mg are
the physical velocity, friction velocity, axial distance from the
interface, and kinematic viscosity, all within the gas core:

Ugðyþg Þ
uH

¼ 2:44 ln yþg

 �

þ 5� DB ð41Þ

uH ¼
ffiffiffiffiffi
si

mg

r
ð42Þ

DB ¼ 2:44 ln 1þ cB
�uH

mg

� �
ð43Þ
The similarity of this velocity profile to the branch of the above-
cited UVP for yþ > 30 is notable. The profile in the Hurlburt et al.
model is primarily differentiated by use of a slightly different con-
stant (2.44 rather than 2.5) in front of the logarithm. The offset due
to roughness is the DB term. In this term, cB is a constant obtained
with experimental data. As examples, Hurlburt et al. claim that
sand roughness and stationary, wavy wall data are fit by cB values
of 0.3 and 0.8, respectively.

In annular flow, the second term within the logarithm of Eq.
(43) is dominant; DB is approximated as:

DB � 2:44 ln cB
�uH

mg

� �
ð44Þ

This permits analytical solution of the interfacial friction factor,
Cf ;i, for round tubes:

Cf ;i ¼ 0:582 � ln �̂
ð�̂� 1Þ2

� ln cB þ 1:05þ 1
2
�̂þ 1
�̂� 1

" #�2

ð45Þ

�̂ ¼ 2�
D� d

ð46Þ

The roughness parameter �̂ is non-dimensionalized by the max-
imum gas core diameter, which is equal to the tube diameter less
twice the minimum film thickness. This minimum film thickness is
assumed to be one-half of the average. For the base film, the value
of cB;base was 0.8, with cB;wave set to 4.7.

The fraction of measurements assigned to the wave zone is
termed the wave intermittency, INTw. The technique used for sep-
aration of measurements into base film and waves was discussed
in Section 4 and varies from that in the original model. The average
film thicknesses and corresponding roughnesses in each zone, for
the tube data, are correlated using:

dbase ¼ cHEAdþ �base ð47Þ

�base ¼ s dð Þ ð48Þ

dwave ¼ cHEAdþ �wave ð49Þ

dwaveINTw þ dbaseð1� INTwÞ ¼ d ð50Þ

These revised equations include cHEA, set to 0.5 in the original
model, and enforce the overall average film thickness, d match that
from the two zones, weighted by INTw.

For the base film, the mean liquid velocity, Ul;base, interfacial
shear, si;base, and mean gas velocity, Ug;base, are estimated by simul-
taneous solution of the following equations:

Ul;base ¼ uH

base 1:5 dþbase

� �2
3


 ��2
þ 9:5 dþbase

� �0:1

 ��2

� 	�0:5

ð51Þ

uH

base ¼
ffiffiffiffiffiffiffiffiffiffiffi
si;base

ql

r
ð52Þ

dþbase ¼
dbaseuH

base

ml
ð53Þ

si;base ¼ 0:5Cf ;i;baseqg Ug;base � Ul;base

� �2 ð54Þ

Ug;base ¼ Usg
D

Dcore;base

� �2

ð55Þ

Dcore;base ¼ D� 2dbase ð56Þ

Eq. (51) combines the laminar film model of Asali et al. (1985)
(first term within square brackets) and the turbulent film model
of Henstock and Hanratty (1976) (second term) to estimate the
interfacial velocity.

Calculation in the wave zone is very similar, with the Henstock
and Hanratty relation used exclusively:
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Ul;wave ¼ uH

wave 9:5 dþwave

� �0:1

 �

ð57Þ

uH

wave ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
si;wave

ql

r
ð58Þ

dþwave ¼
dwaveuH

wave

ml
ð59Þ

si;wave ¼ 0:5Cf ;i;waveqg Ug;wave � Ul;wave

� �2 ð60Þ

Ug;wave ¼ Usg
D

Dcore;wave

� �2

ð61Þ

Dcore;wave ¼ D� 2dwave ð62Þ

The correlated average interfacial shear is then found by:

si;HEA ¼ ð1� INTwÞsi;base þ INTwsi;wave ð63Þ

This correlated result is compared to the same experimental
interfacial shear as was used for the Wallis correlation.

By providing average film flow velocities in both zones (Eqs.
(51) and (57)), Hurlburt et al. have, in effect, provided film flow
rates. These are summed, weighted by intermittency:

_ml;film ¼ INTw _ml;film;wave þ ð1� INTwÞ _ml;film;base ð64Þ
_ml;film;base ¼ Ul;i;basepDqldbase ð65Þ
_ml;film;wave ¼ Ul;i;wavepDqldwave ð66Þ

The values of all quantities relating to entrainment were esti-
mated in the same manner as for the Wallis model (using a liquid
mass balance, assuming droplet and gas velocities are equal in the
core, and using the relation suggested by Ishii for droplet deposi-
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Fig. 8. Results from Hurlburt et al. model, using entrainment estimates from liquid mass
vs. flow rates. (Top right) si;HEA vs. si from Eq. (2). (Bottom) E vs. flow rates.
tion flux, RD). As was the case for the Wallis correlation, the accu-
racy of the Hurlburt et al. model is only weakly dependent on these
details.

Providing the average film velocity as a function of dþ provides a
film velocity profile. The velocity at the top of the waves (the wave
velocity, vwave) is found to be

vwave ¼ uH

wave 10:45 dþwave

� �0:1

 �

ð67Þ

Application of the Hurlburt et al. model requires film thickness dis-
tribution data and flow rates. It produces an estimate of interfacial
shear, easily convertible to wall shear or pressure loss, and (second-
arily) estimates of vwave and E.

5.2. Performance of Hurlburt et al. model

The time-averaged shear at the gas–liquid interface, si, is se-
lected as the primary parameter of comparison. This is estimated
from experimental data using Eq. (2). For the implementation of
the model, as discussed above, the mean absolute error (MAE) is
found to be 33%, inferior to that from the Owen and Hewitt sin-
gle-zone model. Fig. 8 shows the predictions of the Hurlburt
et al. model for interfacial shear and entrainment as functions of
flow rate. Scatterplots of the modeled interfacial shear with the
experimental estimate are also shown.

The effect of liquid flow on si (particularly at low gas flow) is
underestimated, while the effect of gas flow is overestimated.
The modeled entrained fraction, E, is only a very weak function
of gas flow. A stronger liquid flow effect is seen, particularly at
low liquid flow (Usl of 6.3 cm s�1). The Ishii and Mishima correla-
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tion shows a stronger gas flow rate effect. Since the liquid-phase
mass balance does not produce results consistent with experiment,
it is unlikely that the film flow rate expressions (implied film
velocity profiles) in the work of Hurlburt et al. are accurate for ver-
tical annular air–water flow.

The original paper uses cB;wave as a fitting factor, setting cB;base to
0.8 to agree with stationary wavy wall data and, by extension, the
base film. An increase in cB;wave will increase si;wave throughout the
data set, with low Usg and high Usl flows increased the most (when
dwave and INTw are large). A cB;wave of 9.4 improves the MAE with re-
spect to si to 26%. This prediction is still somewhat inferior to the
Owen and Hewitt model. Its results are shown in Fig. 9.

The value of Ul;i;wave from the model can also be compared to the
average wave velocity, vwave, from experimental data. In doing so,
both the change in diameter must be considered. Based on results
in Schubring et al. (2010) and Schubring and Shedd (2008) wave
velocity at constant mass flow rates can be expected to increase
by approximately 7% with a diameter change from 23.4 mm to
22.4 mm. The MAE for the estimate of wave velocity is found to
be 8%, with no strong mean error. Fig. 10 shows the predicted wave
velocities and the relation between these predictions and wave
video results. Comparison of vwave to the average liquid film veloc-
ity in the wave zone (Ul;wave, Eq. (57)) was also attempted. An
increase in MAE to 11% is observed, with most results under-
predicted.

As a global model, this optimized version of Hurlburt et al. pro-
vides mixed results. The entrainment estimates obtained are a poor
match with correlations from actual entrainment data. This may be
linked to the base film velocity profile, for which no data from the
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Fig. 9. Results from Hurlburt et al. model with cB;wave optimized, series of constant Usl. (
rates.
present work are available. The interfacial shear (pressure loss)
prediction is adequate for many purposes (especially low Usl),
but can be bettered by other, simpler correlations or the single-
zone Owen and Hewitt model. The prediction for vwave is the stron-
gest result from the optimized Hurlburt et al. model, emphasizing
the close link between pressure loss and wave behavior.

6. Conclusions and future work

Some conclusions can be drawn regarding the models consid-
ered and the division of film thickness data (from PLIF) between
base film and waves:

� The simple one-zone Wallis correlation under-predicts the
dependence of interfacial shear and pressure loss on liquid flow
rate. Authors infer that a high liquid flow rate behavior (such as
waves or entrainment) is not adequately modeled by this
relation.

� The Owen and Hewitt model can be rephrased to provide esti-
mates of pressure loss and entrainment given film thickness.
This model over-predicts the dependence of dP=dx on gas flow
rate for high liquid flow conditions.

� When both pressure loss and film thickness are supplied to the
model, the relation between average film thickness, d, and
roughness, �, can be explored. For the current experimental data,
this relationship must be a function of liquid flow for all gas
flows. Additional roughness (at the same average film thickness)
is required for higher liquid flow series; authors suggest that
this additional roughness may be linked to disturbance waves.
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� Both the critical standard deviation multiplier method of
Rodrı́guez (2004) and the 1.1 times average criterion of Hurlburt
et al. (2006) appear inadequate for dividing base film thickness
from wave heights. An estimate of INTw from parallel work was
used to produce reasonable results, but base/wave division
based only on film thickness distribution data remains elusive.

� The Hurlburt et al. model provides an estimate of pressure loss
given film thickness and wave intermittency. It can be extended
to estimate entrainment and wave velocity.
� Even if the empirical constant in the wave-zone friction
factor is adjusted, the high liquid flow trends of the interfacial
shear from the model do not agree with experiment.
In contrast to the Wallis model, the work of Hurlburt et al.
over-predicts the dependence of si in such flows on gas flow
rate.

� The entrainment estimates from the modeled shear, film flow
rates, and mass conservation do not agree with trends from
direct studies of entrainment.
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� The accuracy of the estimate of vwave from the Hurlburt et al.
model is comparable to that from direct empirical wave velocity
correlations.

Based on the results in this work (Parts I and II), two main
branches of future work are advised. The first is application of
the planar laser-induced fluorescence film thickness measurement
itself to other annular flow conditions. Application to horizontal,
inclined, and developing flows, including those with different
mechanisms of gas–liquid mixing, is an obvious first use of PLIF
to characterize adiabatic annular flow. Annular flows with heat
transfer are predominant in industrial applications and future
work on such conditions is advisable.

The second area is improvement of the modeling of annular
flow. Little quantitative information is available regarding film
velocity profiles; detailed results in this area are essential to mod-
eling the transport of liquid mass. The Owen and Hewitt (single-
zone) and Hurlburt et al. (two-zone) models both under-predict
the importance of liquid flow rate on pressure loss and interfacial
shear. Since wave activity and entrained liquid flow rate both in-
crease with increased liquid flow, it is likely that the treatment
of one of these mechanisms of liquid mass transport is incomplete.
A more detailed model of disturbance waves is likely to include
their dynamic charcteristics (velocity, frequency, etc.) and/or an
explicit characterization of the behavior of the gas core across
the transition from base film to waves.
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